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3
Data

A young woman gazes upward, eyes focused on some-
thing outside the frame, as though she is refusing 
to acknowledge the camera. In the next photo-
graph, her eyes are locked on the middle distance. 

Another image shows her with disheveled hair and a downcast 
expression. Over the sequence of photos we see her aging over 
time, and the lines around her mouth turn down and deepen. 
In the !nal frame she appears injured and dispirited. "ese are 
mug shots of a woman across multiple arrests over many years 
of her life. Her images are contained in a collection known as 
NIST Special Database 32–Multiple Encounter Dataset, which 
is shared on the internet for researchers who would like to test 
their facial recognition so#ware.1

"is dataset is one of several maintained by the National 
Institute of Standards and Technology (NIST), one of the 
oldest and most respected physical science laboratories in the 
United States and now part of the Department of Commerce. 
NIST was created in 1901 to bolster the nation’s measurement 
infrastructure and to create standards that could compete with 
economic rivals in the industrialized world, such as Germany 
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and the United Kingdom. Everything from electronic health 
records to earthquake- resistant skyscrapers to atomic clocks 
is under the purview of NIST. It became the agency of mea-
surement: of time, of communications protocols, of inorganic 
crystal structures, of nanotechnology.2 NIST’s purpose is to 
make systems interoperable through de"ning and supporting 
standards, and this now includes developing standards for ar-
ti"cial intelligence. One of the testing infrastructures it main-
tains is for biometric data.

I "rst discovered the mug shot databases in 2017 when I 
was researching NIST’s data archives. #eir biometric collec-
tions are extensive. For more than "$y years, NIST has col-
laborated with the Federal Bureau of Investigation on auto-

Images from NIST Special Database 32—Multiple Encounter 
Dataset (MEDS). National Institute of Standards and Technology, 

U.S. Department of Commerce
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mated !ngerprint recognition and has developed methods 
to assess the quality of !ngerprint scanners and imaging sys-
tems.3 A#er the terrorist attacks of September 11, 2001, NIST 
became part of the national response to create biometric stan-
dards to verify and track people entering the United States.4 
%is was a turning point for research on facial recognition; it 
widened out from a focus on law enforcement to controlling 
people crossing national borders.5

%e mug shot images themselves are devastating. Some 
people have visible wounds, bruising, and black eyes; some are 
distressed and crying. Others stare blankly back at the camera. 
Special Dataset 32 contains thousands of photographs of de-
ceased people with multiple arrests, as they endured repeated 
encounters with the criminal justice system. %e people in the 
mug shot datasets are presented as data points; there are no 
stories, contexts, or names. Because mug shots are taken at the 
time of arrest, it’s not clear if these people were charged, ac-
quitted, or imprisoned. %ey are all presented alike.

%e inclusion of these images in the NIST database has 
shi#ed their meaning from being used to identify individuals 
in systems of law enforcement to becoming the technical base-
line to test commercial and academic AI systems for detect-
ing faces. In his account of police photography, Allan Sekula 
has argued that mug shots are part of a tradition of technical 
realism that aimed to “provide a standard physiognomic gauge 
of the criminal.”6 %ere are two distinct approaches in the his-
tory of the police photograph, Sekula observes. Criminologists 
like Alphonse Bertillon, who invented the mug shot, saw it as 
a kind of biographical machine of identi!cation, necessary to 
spot repeat o(enders. On the other hand, Francis Galton, the 
statistician and founding !gure of eugenics, used composite 
portraiture of prisoners as a way to detect a biologically deter-
mined “criminal type.”7 Galton was working within a physi-
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ognomist paradigm in which the goal was to !nd a general-
ized look that could be used to identify deep character traits 
from external appearances. When mug shots are used as train-
ing data, they function no longer as tools of identi!cation but 
rather to !ne- tune an automated form of vision. We might 
think of this as Galtonian formalism. "ey are used to detect 
the basic mathematical components of faces, to “reduce nature 
to its geometrical essence.”8

Mug shots form part of the archive that is used to test 
facial- recognition algorithms. "e faces in the Multiple En-
counter Dataset have become standardized images, a techni-
cal substrate for comparing algorithmic accuracy. NIST, in col-
laboration with the Intelligence Advanced Research Projects 
Activity (IARPA), has run competitions with these mug shots 
in which researchers compete to see whose algorithm is the 
fastest and most accurate. Teams strive to beat one another 
at tasks like verifying the identity of faces or retrieving a face 
from a frame of surveillance video.9 "e winners celebrate 
these victories; they can bring fame, job o%ers, and industry-
wide recognition.10

Neither the people depicted in the photographs nor their 
families have any say about how these images are used and 
likely have no idea that they are part of the test beds of AI. "e 
subjects of the mug shots are rarely considered, and few engi-
neers will ever look at them closely. As the NIST document 
describes them, they exist purely to “re!ne tools, techniques, 
and procedures for face recognition as it supports Next Gen-
eration Identi!cation (NGI), forensic comparison, training, 
analysis, and face image conformance and inter- agency ex-
change standards.”11 "e Multiple Encounter Dataset descrip-
tion observes that many people show signs of enduring vio-
lence, such as scars, bruises, and bandages. But the document 
concludes that these signs are “di(cult to interpret due to the 
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lack of ground truth for comparison with a ‘clean’ sample.”12 
#ese people are not seen so much as individuals but as part of 
a shared technical resource—just another data component of 
the Facial Recognition Veri$cation Testing program, the gold 
standard for the $eld.

I’ve looked at hundreds of datasets over years of research 
into how AI systems are built, but the NIST mug shot databases 
are particularly disturbing because they represent the model of 
what was to come. It’s not just the overwhelming pathos of the 
images themselves. Nor is it solely the invasion of privacy they 
represent, since suspects and prisoners have no right to refuse 
being photographed. It’s that the NIST databases foreshadow 
the emergence of a logic that has now thoroughly pervaded the 
tech sector: the unswerving belief that everything is data and is 
there for the taking. It doesn’t matter where a photograph was 
taken or whether it re%ects a moment of vulnerability or pain 
or if it represents a form of shaming the subject. It has become 
so normalized across the industry to take and use whatever is 
available that few stop to question the underlying politics.

Mug shots, in this sense, are the urtext of the current ap-
proach to making AI. #e context—and exertion of power—
that these images represent is considered irrelevant because 
they no longer exist as distinct things unto themselves. #ey 
are not seen to carry meanings or ethical weight as images of 
individual people or as representations of structural power in 
the carceral system. #e personal, the social, and the political 
meanings are all imagined to be neutralized. I argue this rep-
resents a shi& from image to infrastructure, where the meaning 
or care that might be given to the image of an individual per-
son, or the context behind a scene, is presumed to be erased 
at the moment it becomes part of an aggregate mass that 
will drive a broader system. It is all treated as data to be run 
through functions, material to be ingested to improve techni-
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cal performance. !is is a core premise in the ideology of data 
extraction.

Machine learning systems are trained on images like 
these every day—images that were taken from the internet or 
from state institutions without context and without consent. 
!ey are anything but neutral. !ey represent personal histo-
ries, structural inequities, and all the injustices that have ac-
companied the legacies of policing and prison systems in the 
United States. But the presumption that somehow these images 
can serve as apolitical, inert material in"uences how and what 
a machine learning tool “sees.” A computer vision system can 
detect a face or a building but not why a person was inside a 
police station or any of the social and historical context sur-
rounding that moment. Ultimately, the speci#c instances of 
data—a picture of a face, for example—aren’t considered to 
matter for training an AI model. All that matters is a su$-
ciently varied aggregate. Any individual image could easily be 
substituted for another and the system would work the same. 
According to this worldview, there is always more data to cap-
ture from the constantly growing and globally distributed trea-
sure chest of the internet and social media platforms.

A person standing in front of a camera in an orange 
jumpsuit, then, is dehumanized as just more data. !e his-
tory of these images, how they were acquired, and their insti-
tutional, personal, and political contexts are not considered 
relevant. !e mug shot collections are used like any other prac-
tical resource of free, well- lit images of faces, a benchmark to 
make tools like facial recognition function. And like a tighten-
ing ratchet, the faces of deceased persons, suspects, and pris-
oners are harvested to sharpen the police and border surveil-
lance facial recognition systems that are then used to monitor 
and detain more people.
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!e last decade has seen a dramatic capture of digital 
material for AI production. !is data is the basis for sense-
making in AI, not as classical representations of the world with 
individual meaning, but as a mass collection of data for ma-
chine abstractions and operations. !is large- scale capture has 
become so fundamental to the AI "eld that it is unquestioned. 
So how did we get here? What ways of conceiving data have 
facilitated this stripping of context, meaning, and speci"city? 
How is training data acquired, understood, and used in ma-
chine learning? In what ways does training data limit what and 
how AI interprets the world? What forms of power do these 
approaches enhance and enable?

In this chapter I show how data has become a driving 
force in the success of AI and its mythos and how everything 
that can be readily captured is being acquired. But the deeper 
implications of this standard approach are rarely addressed, 
even as it propels further asymmetries of power. !e AI indus-
try has fostered a kind of ruthless pragmatism, with minimal 
context, caution, or consent- driven data practices while pro-
moting the idea that the mass harvesting of data is necessary 
and justi"ed for creating systems of pro"table computational 
“intelligence.” !is has resulted in a profound metamorpho-
sis, where all forms of image, text, sound, and video are just 
raw data for AI systems and the ends are thought to justify 
the means. But we should ask: Who has bene"ted most from 
this transformation, and why have these dominant narratives 
of data persisted? And as we saw in the previous chapters, the 
logic of extraction that has shaped the relationship to the earth 
and to human labor is also a de"ning feature of how data is 
used and understood in AI. By looking closely at training data 
as a central example in the ensemble of machine learning, we 
can begin to see what is at stake in this transformation.

Amit Ray
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Training Machines to See
It’s useful to consider why machine learning systems currently 
demand massive amounts of data. One example of the prob-
lem in action is computer vision, the sub!eld of arti!cial intel-
ligence concerned with teaching machines to detect and inter-
pret images. For reasons that are rarely acknowledged in the 
!eld of computer science, the project of interpreting images is 
a profoundly complex and relational endeavor. Images are re-
markably slippery things, laden with multiple potential mean-
ings, irresolvable questions, and contradictions. Yet now it’s 
common practice for the !rst steps of creating a computer 
vision system to scrape thousands—or even millions—of 
images from the internet, create and order them into a series 
of classi!cations, and use this as a foundation for how the sys-
tem will perceive observable reality. "ese vast collections are 
called training datasets, and they constitute what AI develop-
ers o#en refer to as “ground truth.”13 Truth, then, is less about 
a factual representation or an agreed- upon reality and more 
commonly about a jumble of images scraped from whatever 
various online sources were available.

For supervised machine learning, human engineers sup-
ply labeled training data to a computer. Two distinct types of 
algorithms then come into play: learners and classi!ers. "e 
learner is the algorithm that is trained on these labeled data 
examples; it then informs the classi!er how best to analyze the 
relation between the new inputs and the desired target out-
put (or prediction). It might be predicting whether a face is 
contained in an image or whether an email is spam. "e more 
examples of correctly labeled data there are, the better the 
algorithm will be at producing accurate predictions. "ere are 
many kinds of machine learning models, including neural net-
works, logistic regression, and decision trees. Engineers will 
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choose a model based on what they are building—be it a facial 
recognition system or a means of detecting sentiment on social 
media—and !t it to their computational resources.

Consider the task of building a machine learning sys-
tem that can detect the di"erence between pictures of apples 
and oranges. First, a developer has to collect, label, and train a 
neural network on thousands of labeled images of apples and 
oranges. On the so#ware side, the algorithms conduct a statis-
tical survey of the images and develop a model to recognize 
the di"erence between the two classes. If all goes according to 
plan, the trained model will be able to distinguish the di"er-
ence between images of apples and oranges that it has never 
encountered before.

But if, in our example, all of the training images of apples 
are red and none are green, then a machine learning system 
might deduce that “all apples are red.” $is is what is known as 
an inductive inference, an open hypothesis based on available 
data, rather than a deductive inference, which follows logically 
from a premise.14 Given how this system was trained, a green 
apple wouldn’t be recognized as an apple at all. Training data-
sets, then, are at the core of how most machine learning sys-
tems make inferences. $ey serve as the primary source ma-
terial that AI systems use to form the basis of their predictions.

Training data also de!nes more than just the features of 
machine learning algorithms. It is used to assess how they per-
form over time. Like prized thoroughbreds, machine learning 
algorithms are constantly raced against one another in com-
petitions all over the world to see which ones perform the best 
with a given dataset. $ese benchmark datasets become the 
alphabet on which a lingua franca is based, with many labs 
from multiple countries converging around canonical sets to 
try to outperform one another. One of the best- known com-
petitions is the ImageNet Challenge, where researchers com-
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pete to see whose methods can most accurately classify and 
detect objects and scenes.15

Once training sets have been established as useful bench-
marks, they are commonly adapted, built upon, and expanded. 
As we will see in the next chapter, a type of genealogy of train-
ing sets emerges—they inherit learned logic from earlier ex-
amples and then give rise to subsequent ones. For example, 
ImageNet draws on the taxonomy of words inherited from 
the in#uential 1980s lexical database known as WordNet; and 
WordNet inherits from many sources, including the Brown 
Corpus of one million words, published in 1961. Training data-
sets stand on the shoulders of older classi$cations and collec-
tions. Like an expanding encyclopedia, the older forms remain 
and new items are added over decades.

Training data, then, is the foundation on which contem-
porary machine learning systems are built.16 &ese datasets 
shape the epistemic boundaries governing how AI operates 
and, in that sense, create the limits of how AI can “see” the 
world. But training data is a brittle form of ground truth—and 
even the largest troves of data cannot escape the fundamental 
slippages that occur when an in$nitely complex world is sim-
pli$ed and sliced into categories.

A Brief History of the Demand for Data
“&e world has arrived at an age of cheap complex devices of 
great reliability; and something is bound to come of it.” So said 
Vannevar Bush, the inventor and administrator who oversaw 
the Manhattan Project as director of the O'ce of Scienti$c 
Research and Development and later was integral to the cre-
ation of the National Science Foundation. It was July 1945; the 
bombs were yet to drop on Hiroshima and Nagasaki, and Bush 
had a theory about a new kind of data- connecting system that 

Amit Ray
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was yet to be born. He envisaged the “advanced arithmetical 
machines of the future” that would perform at extremely fast 
speed and “select their own data and manipulate it in accor-
dance with the instructions.” But the machines would need 
monumental amounts of data: “Such machines will have enor-
mous appetites. One of them will take instructions and data 
from a whole roomful of girls armed with simple key board 
punches, and will deliver sheets of computed results every few 
minutes. !ere will always be plenty of things to compute in 
the detailed a"airs of millions of people doing complicated 
things.”17

!e “roomful of girls” Bush referred to were the key-
punch operators doing the day- to- day work of computation. 
As historians Jennifer Light and Mar Hicks have shown, these 
women were o%en dismissed as input devices for intelligible 
data records. In fact, their role was just as important to cra%-
ing data and making systems work as that of the engineers who 
designed the wartime- era digital computers.18 But the rela-
tionship between data and processing machinery was already 
being imagined as one of endless consumption. !e machines 
would be data- hungry, and there would surely be a wide hori-
zon of material to extract from millions of people.

In the 1970s, arti'cial intelligence researchers were mainly 
exploring what’s called an expert systems approach: rules- 
based programming that aims to reduce the 'eld of possible 
actions by articulating forms of logical reasoning. But it quickly 
became evident that this approach was fragile and impractical 
in real- world settings, where a rule set was rarely able to handle 
uncertainty and complexity.19 New approaches were needed. By 
the mid- 1980s, research labs were turning toward probabilis-
tic or brute force approaches. In short, they were using lots of 
computing cycles to calculate as many options as possible to 
'nd the optimal result.

Amit Ray
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One signi!cant example was the speech recognition 
group at IBM Research. "e problem of speech recognition 
had primarily been dealt with using linguistic methods, but 
then information theorists Fred Jelinek and Lalit Bahl formed 
a new group, which included Peter Brown and Robert Mercer 
(long before Mercer became a billionaire, associated with fund-
ing Cambridge Analytica, Breitbart News, and Donald Trump’s 
2016 presidential campaign). "ey tried something di#er-
ent. "eir techniques ultimately produced precursors for the 
speech recognition systems underlying Siri and Dragon Dic-
tate, as well as machine translation systems like Google Trans-
late and Microso$ Translator.

"ey started using statistical methods that focused more 
on how o$en words appeared in relation to one another, rather 
than trying to teach computers a rules- based approach using 
grammatical principles or linguistic features. Making this sta-
tistical approach work required an enormous amount of real 
speech and text data, or training data. "e result, as media 
scholar Xiaochang Li writes, was that it required “a radical re-
duction of speech to merely data, which could be modeled and 
interpreted in the absence of linguistic knowledge or under-
standing. Speech as such ceased to matter.” "is shi$ was in-
credibly signi!cant, and it would become a pattern repeated 
for decades: the reduction from context to data, from meaning 
to statistical pattern recognition. Li explains:

"e reliance on data over linguistic principles, 
however, presented a new set of challenges, for it 
meant that the statistical models were necessarily 
determined by the characteristics of training data. 
As a result, the size of the dataset became a cen-
tral concern. . . . Larger datasets of observed out-

Amit Ray
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comes not only improved the probability estimates 
for a random process, but also increased the chance 
that the data would capture more rarely- occurring 
outcomes. Training data size, in fact, was so central 
to IBM’s approach that in 1985, Robert Mercer ex-
plained the group’s outlook by simply proclaiming, 
“!ere’s no data like more data.”20

For several decades, that data was remarkably hard to 
come by. As Lalit Bahl describes in an interview with Li, “Back 
in those days . . . you couldn’t even $nd a million words in 
computer- readable text very easily. And we looked all over the 
place for text.”21 !ey tried IBM technical manuals, children’s 
novels, patents of laser technology, books for the blind, and 
even the typed correspondence of IBM Fellow Dick Garwin, 
who created the $rst hydrogen bomb design.22 !eir method 
strangely echoed a short story by the science $ction author 
Stanislaw Lem, in which a man called Trurl decides to build 
a machine that would write poetry. He starts with “eight hun-
dred and twenty tons of books on cybernetics and twelve thou-
sand tons of the $nest poetry.”23 But Trurl realizes that to pro-
gram an autonomous poetry machine, one needs “to repeat 
the entire Universe from the beginning—or at least a good 
piece of it.”24

Ultimately, the IBM Continuous Speech Recognition 
group found their “good piece” of the universe from an un-
likely source. A major federal antitrust lawsuit was $led against 
IBM in 1969; the proceedings lasted for thirteen years, and al-
most a thousand witnesses were called. IBM employed a large 
sta( just to digitize all of the deposition transcripts onto Holle-
rith punch cards. !is ended up creating a corpus of a hundred 
million words by the mid- 1980s. !e notoriously antigovern-

Amit Ray
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ment Mercer called this a “case of utility accidentally created 
by the government in spite of itself.”25

IBM wasn’t the only group starting to gather words by 
the ton. From 1989 to 1992, a team of linguists and computer 
scientists at the University of Pennsylvania worked on the Penn 
Treebank Project, an annotated database of text. #ey collected 
four and a half million words of American English for the pur-
pose of training natural language processing systems. #eir 
sources included Department of Energy abstracts, Dow Jones 
newswire articles, and Federal News Service reports of “terror-
ist activity” in South America.26 #e emerging text collections 
borrowed from earlier collections and then contributed new 
sources. Genealogies of data collections began to emerge, each 
building on the last—and o%en importing the same peculiari-
ties, issues, or omissions wholesale.

Another classic corpus of text came from the fraud in-
vestigations of Enron Corporation a%er it declared the largest 
bankruptcy in American history. #e Federal Energy Regula-
tory Commission seized the emails of 158 employees for the 
purposes of legal discovery.27 It also decided to release these 
emails online because “the public’s right to disclosure out-
weighs the individual’s right to privacy.”28 #is became an ex-
traordinary collection. Over half a million exchanges in every-
day speech could now be used as a linguistic mine: one that 
nonetheless represented the gender, race, and professional 
skews of those 158 workers. #e Enron corpus has been cited 
in thousands of academic papers. Despite its popularity, it is 
rarely looked at closely: the New Yorker described it as “a ca-
nonic research text that no one has actually read.”29 #is con-
struction of and reliance on training data anticipated a new 
way of doing things. It transformed the )eld of natural lan-
guage processing and laid the foundations of what would be-
come normal practice in machine learning.

Amit Ray
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!e seeds of later problems were planted here. Text ar-
chives were seen as neutral collections of language, as though 
there was a general equivalence between the words in a techni-
cal manual and how people write to colleagues via email. All text 
was repurposable and swappable, so long as there was enough 
of it that it could train a language model to predict with high 
levels of success what word might follow another. Like images, 
text corpuses work on the assumption that all training data 
is interchangeable. But language isn’t an inert substance that 
works the same way regardless of where it is found. Sentences 
taken from Reddit will be di"erent from those composed by 
executives at Enron. Skews, gaps, and biases in the collected 
text are built into the bigger system, and if a language model is 
based on the kinds of words that are clustered together, it mat-
ters where those words come from. !ere is no neutral ground 
for language, and all text collections are also accounts of time, 
place, culture, and politics. Further, languages that have less 
available data are not served by these approaches and so are 
o#en le# behind.30

Clearly there are many histories and contexts that com-
bine within IBM’s training data, the Enron archive, or the Penn 
Treebank. How do we unpack what is and is not meaningful to 
understand these datasets? How does one communicate warn-
ings like, “!is dataset likely re&ects skews related to its reli-
ance on news stories about South American terrorists in the 
1980s”? !e origins of the underlying data in a system can be 
incredibly signi'cant, and yet there are still, thirty years later, 
no standardized practices to note where all this data came 
from or how it was acquired—let alone what biases or classi'-
catory politics these datasets contain that will in&uence all the 
systems that come to rely on them.31

Amit Ray
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Capturing the Face
While computer- readable text was becoming highly valued for 
speech recognition, the human face was the core concern for 
building systems of facial recognition. One central example 
emerged in the last decade of the twentieth century, funded 
by the Department of Defense CounterDrug Technology De-
velopment Program O!ce. It sponsored the Face Recognition 
Technology (FERET) program to develop automatic face rec-
ognition for intelligence and law enforcement. Before FERET, 
little training data of human faces was available, only a few col-
lections of &'y or so faces here and there—not enough to do 
facial recognition at scale. (e U.S. Army Research Laboratory 
led the technical project of creating a training set of portraits 
of more than a thousand people, in multiple poses, to make a 
grand total of 14,126 images. Like NIST’s mug shot collections, 
FERET became a standard benchmark—a shared measuring 
tool to compare approaches for detecting faces.

(e tasks that the FERET infrastructure was created to 
support included, once again, automated searching of mug 
shots, as well as monitoring airports and border crossings and 
searching driver’s license databases for “fraud detection” (mul-
tiple welfare claims was a particular example mentioned in 
FERET research papers).32 But there were two primary testing 
scenarios. In the &rst, an electronic mug book of known indi-
viduals would be presented to an algorithm, which then had 
to locate the closest matches from a large gallery. (e second 
scenario focused on border and airport control: identifying 
a known individual—“smugglers, terrorists, or other crimi-
nals”—from a large population of unknown people.

(ese photographs are machine- readable by design, and 
not meant for human eyes, yet they make for remarkable view-
ing. (e images are surprisingly beautiful—high- resolution 
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photographs captured in the style of formal portraiture. Taken 
with 35 mm cameras at George Mason University, the tightly 
framed headshots depict a wide range of people, some of 
whom seem to have dressed for the occasion with carefully 
styled hair, jewelry, and makeup. !e "rst set of photographs, 
taken between 1993 and 1994, are like a time capsule of early 
nineties haircuts and fashion. !e subjects were asked to turn 
their heads to multiple positions; #icking through the images, 
you can see pro"le shots, frontal images, varying levels of illu-
mination, and sometimes di$erent out"ts. Some subjects were 
photographed over several years, in order to begin to study 
how to track people as they age. Each subject was briefed about 
the project and signed a release form that had been approved 
by the university’s ethics review board. Subjects knew what 
they were participating in and gave full consent.33 !is level of 
consent would become a rarity in later years.

FERET was the high- water mark of a formal style of 
“making data,” before the internet began o$ering mass extrac-
tion without any permissions or careful camera work. Even at 
this early stage, though, there were problems with the lack of 
diversity of the faces collected. !e FERET research paper from 
1996 admits that “some questions were raised about the age, 
racial, and sexual distribution of the database” but that “at this 
stage of the program, the key issue was algorithm performance 
on a database of a large number of individuals.”34 Indeed, 
FERET was extraordinarily useful for this. As the interest in 
terrorist detection intensi"ed and funding for facial recogni-
tion dramatically increased a+er 9/11, FERET became the most 
commonly used benchmark. From that point onward, biomet-
ric tracking and automated vision systems would rapidly ex-
pand in scale and ambition.
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From the Internet to ImageNet
!e internet, in so many ways, changed everything; it came to 
be seen in the AI research "eld as something akin to a natural 
resource, there for the taking. As more people began to upload 
their images to websites, to photo- sharing services, and ulti-
mately to social media platforms, the pillaging began in ear-
nest. Suddenly, training sets could reach a size that scientists 
in the 1980s could never have imagined. Gone was the need 
to stage photo shoots using multiple lighting conditions, con-
trolled parameters, and devices to position the face. Now there 
were millions of sel"es in every possible lighting condition, 
position, and depth of "eld. People began to share their baby 
photos, family snaps, and images of how they looked a decade 
ago, an ideal resource for tracking genetic similarity and face 
aging. Trillions of lines of text, containing both formal and in-
formal forms of speech, were published every day. It was all 
grist for the mills of machine learning. And it was vast. As an 
example, on an average day in 2019, approximately 350 mil-
lion photographs were uploaded to Facebook and 500 million 
tweets were sent.35 And that’s just two platforms based in the 
United States. Anything and everything online was primed to 
become a training set for AI.

!e tech industry titans were now in a powerful posi-
tion: they had a pipeline of endlessly refreshing images and 
text, and the more people shared their content, the more the 
tech industry’s power grew. People would happily label their 
photographs with names and locations, free of charge, and that 
unpaid labor resulted in having more accurate, labeled data 
for machine vision and language models. Within the indus-
try, these collections are highly valuable. !ey are proprietary 
troves that are rarely shared, given both the privacy issues and 
the competitive advantage they represent. But those outside 
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the industry, such as the leading computer science labs in aca-
demia, wanted the same advantages. How could they a!ord 
to harvest people’s data and have it hand- labeled by willing 
human participants? "at’s when new ideas began to emerge: 
combining images and text extracted from the internet with 
the labor of low- paid crowdworkers.

One of the most signi#cant training sets in AI is Image-
Net. It was #rst conceptualized in 2006, when Professor Fei- Fei 
Li decided to build an enormous dataset for object recognition. 
“We decided we wanted to do something that was completely 
historically unprecedented,” Li said. “We’re going to map out 
the entire world of objects.”36 "e breakthrough research poster 
was published by the ImageNet team at a computer vision con-
ference in 2009. It opened with this  description:

"e digital era has brought with it an enormous ex-
plosion of data. "e latest estimations put a num-
ber of more than 3 billion photos on Flickr, a simi-
lar number of video clips on YouTube and an even 
larger number for images in the Google Image 
Search database. More sophisticated and robust 
models and algorithms can be proposed by exploit-
ing these images, resulting in better applications for 
users to index, retrieve, organize and interact with 
these data.37

From the outset, data was characterized as something 
voluminous, disorganized, impersonal, and ready to be ex-
ploited. According to the authors, “Exactly how such data can 
be utilized and organized is a problem yet to be solved.” By ex-
tracting millions of images from the internet, primarily from 
search engines using the image- search option, the team pro-
duced a “large- scale ontology of images” that was meant to 



108 Data

serve as a resource for “providing critical training and bench-
marking data” for object and image recognition algorithms. 
Using this approach, ImageNet grew enormous. !e team 
mass- harvested more than fourteen million images from the 
internet to be organized into more than twenty thousand cate-
gories. Ethical concerns about taking people’s data were not 
mentioned in any of the team’s research papers, even though 
many thousands of the images were of a highly personal and 
compromising nature.

Once the images had been scraped from the internet, a 
major concern arose: Who would label them all and put them 
into intelligible categories? As Li describes it, the team’s "rst 
plan was to hire undergraduate students for ten dollars an hour 
to "nd images manually and add them to the dataset.38 But she 
realized that with their budget, it would take more than ninety 
years to complete the project. !e answer came when a student 
told Li about a new service: Amazon Mechanical Turk. As we 
saw in chapter 2, this distributed platform meant that it was 
suddenly possible to access a distributed labor force to do on-
line tasks, like labeling and sorting images, at scale and at low 
cost. “He showed me the website, and I can tell you literally 
that day I knew the ImageNet project was going to happen,” Li 
said. “Suddenly we found a tool that could scale, that we could 
not possibly dream of by hiring Princeton undergrads.”39 Un-
surprisingly, the undergraduates did not get the job.

Instead, ImageNet would become, for a time, the world’s 
largest academic user of Amazon’s Mechanical Turk, deploy-
ing an army of piecemeal workers to sort an average of "&y 
images a minute into thousands of categories.40 !ere were 
categories for apples and airplanes, scuba divers and sumo 
wrestlers. But there were cruel, o)ensive, and racist labels, 
too: photographs of people were classi"ed into categories like 
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“alcoholic,” “ape- man,” “crazy,” “hooker,” and “slant eye.” All 
of these terms were imported from WordNet’s lexical data-
base and given to crowdworkers to pair with images. Over the 
course of a decade, ImageNet grew into a colossus of object 
recognition for machine learning and a powerfully important 
benchmark for the !eld. "e approach of mass data extrac-
tion without consent and labeling by underpaid crowdworkers 
would become standard practice, and hundreds of new train-
ing datasets would follow ImageNet’s lead. As we will see in the 
next chapter, these practices—and the labeled data they gener-
ated—eventually came back to haunt the project.

"e End of Consent
"e early years of the twenty- !rst century marked a shi# away 
from consent- driven data collection. In addition to dispensing 
with the need for staged photo shoots, those responsible for as-
sembling datasets presumed that the contents of the internet 
were theirs for the taking, beyond the need for agreements, 
signed releases, and ethics reviews. Now even more troubling 
practices of extraction began to emerge. For example, at the 
Colorado Springs campus of the University of Colorado, a pro-
fessor installed a camera on the main walkway of the campus 
and secretly captured photos of more than seventeen hundred 
students and faculty—all to train a facial recognition system of 
his own.41 A similar project at Duke University harvested foot-
age of more than two thousand students without their knowl-
edge as they went between their classes and then published 
the results on the internet. "e dataset, called DukeMTMC 
(for multitarget, multicamera facial recognition), was funded 
by the U.S. Army Research O&ce and the National Science 
Foundation.42
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!e DukeMTMC project was roundly criticized a"er an 
investigative project by artists and researchers Adam Harvey 
and Jules LaPlace showed that the Chinese government was 
using the images to train systems for the surveillance of ethnic 
minorities. !is spurred an investigation by Duke’s institu-
tional review board, which determined that this was a “sig-
ni#cant deviation” from acceptable practices. !e dataset was 
removed from the internet.43

But what happened at the University of Colorado and 
Duke were by no means isolated cases. At Stanford Univer-
sity, researchers commandeered a webcam from a popular café 
in San Francisco to extract almost twelve thousand images of 
“everyday life of a busy downtown café” without anyone’s con-
sent.44 Over and over, data extracted without permission or 
consent would be uploaded for machine learning research-
ers, who would then use it as an infrastructure for automated 
imaging systems.

Another example is Microso"’s landmark training data-
set MS- Celeb, which scraped approximately ten million photos 
of a hundred thousand celebrities from the internet in 2016. At 
the time, it was the largest public facial recognition dataset in 
the world, and the people included were not just famous actors 
and politicians but also journalists, activists, policymakers, 
academics, and artists.45 Ironically, several of the people who 
had been included in the set without consent are known for 
their work critiquing surveillance and facial recognition itself, 
including documentary #lmmaker Laura Poitras; digital rights 
activist Jillian York; critic Evgeny Morozov; and the author of 
Surveillance Capitalism, Shoshana Zubo'.46

Even when datasets are scrubbed of personal informa-
tion and released with great caution, people have been re-
identi#ed or highly sensitive details about them have been 
revealed. In 2013, for example, the New York City Taxi and 
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Limousine Commission released a dataset of 173 million indi-
vidual cab rides, and it included pickup and drop- o! times, 
locations, fares, and tip amounts. "e taxi drivers’ medallion 
numbers were anonymized, but this was quickly undone, en-
abling researchers to infer sensitive information like annual in-
comes and home addresses.47 Once combined with public in-
formation from sources like celebrity blogs, some actors and 
politicians were identi%ed, and it was possible to deduce the 
addresses of people who visited strip clubs.48 But beyond indi-
vidual harms, such datasets also generate “predictive privacy 
harms” for whole groups or communities.49 For instance, the 
same New York City taxi dataset was used to suggest which taxi 
drivers were devout Muslims by observing when they stopped 
at prayer times.50

From any seemingly innocuous and anonymized data-
set can come many unexpected and highly personal forms of 
information, but this fact has not hampered the collection of 
images and text. As success in machine learning has come to 
rely on ever- larger datasets, more people are seeking to acquire 
them. But why does the wider AI %eld accept this practice, de-
spite the ethical, political, and epistemological problems and 
potential harms? What beliefs, justi%cations, and economic in-
centives normalized this mass extraction and general equiva-
lence of data?

Myths and Metaphors of Data
"e o*- cited history of arti%cial intelligence written by AI 
professor Nils Nilsson outlines several of the founding myths 
about data in machine learning. He neatly illustrates how data 
is typically described in the technical disciplines: “"e great 
volume of raw data calls for e+cient ‘data- mining’ techniques 
for classifying, quantifying, and extracting useful information. 
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Machine learning methods are playing an increasingly impor-
tant role in data analysis because they can deal with massive 
amounts of data. In fact, the more data the better.”51

Echoing Robert Mercer from decades earlier, Nilsson 
perceived that data was everywhere for the taking, and all the 
better for mass classi#cation by machine learning algorithms.52 
It was such a common belief as to have become axiomatic: data 
is there to be acquired, re#ned, and made valuable.

But vested interests carefully manufactured and sup-
ported this belief over time. As sociologists Marion Fourcade 
and Kieran Healy note, the injunction always to collect data 
came not only from the data professions but also from their 
institutions and the technologies they deploy:

%e institutional command coming from tech-
nology is the most potent of all: we do these things 
because we can. . . . Professionals recommend, the 
institutional environment demands, and tech-
nology enables organizations to sweep up as much 
individual data as possible. It does not matter that 
the amounts collected may vastly exceed a #rm’s 
imaginative reach or analytic grasp. %e assump-
tion is that it will eventually be useful, i.e. valuable. 
. . . Contemporary organizations are both cultur-
ally impelled by the data imperative and powerfully 
equipped with new tools to enact it.53

%is produced a kind of moral imperative to collect data 
in order to make systems better, regardless of the negative im-
pacts the data collection might cause at any future point. Be-
hind the questionable belief that “more is better” is the idea 
that individuals can be completely knowable, once enough dis-
parate pieces of data are collected.54 But what counts as data? 
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Historian Lisa Gitelman notes that every discipline and insti-
tution “has its own norms and standards for the imagination 
of data.”55 Data, in the twenty- "rst century, became whatever 
could be captured.

Terms like “data mining” and phrases like “data is the 
new oil” were part of a rhetorical move that shi#ed the notion 
of data away from something personal, intimate, or subject 
to individual ownership and control toward something more 
inert and nonhuman. Data began to be described as a resource 
to be consumed, a $ow to be controlled, or an investment to 
be harnessed.56 &e expression “data as oil” became common-
place, and although it suggested a picture of data as a crude 
material for extraction, it was rarely used to emphasize the 
costs of the oil and mining industries: indentured labor, geo-
political con$icts, depletion of resources, and consequences 
stretching beyond human timescales.

Ultimately, “data” has become a bloodless word; it dis-
guises both its material origins and its ends. And if data is 
seen as abstract and immaterial, then it more easily falls out-
side of traditional understandings and responsibilities of care, 
consent, or risk. As researchers Luke Stark and Anna Lauren 
 Ho'man argue, metaphors of data as a “natural resource” just 
lying in wait to be discovered are a well- established rhetori-
cal trick used for centuries by colonial powers.57 Extraction is 
justi"ed if it comes from a primitive and “unre"ned” source.58 
If data is framed as oil, just waiting to be extracted, then ma-
chine learning has come to be seen as its necessary re"nement 
process.

Data also started to be viewed as capital, in keeping with 
the broader neoliberal visions of markets as the primary forms 
of organizing value. Once human activities are expressed 
through digital traces and then tallied up and ranked within 
scoring metrics, they function as a way to extract value. As 
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Fourcade and Healy observe, those who have the right data 
signals gain advantages like discounted insurance and higher 
standing across markets.59 High achievers in the mainstream 
economy tend to do well in a data- scoring economy, too, while 
those who are poorest become targets of the most harmful 
forms of data surveillance and extraction. When data is con-
sidered as a form of capital, then everything is justi#ed if it 
means collecting more. $e sociologist Jathan Sadowski simi-
larly argues that data now operates as a form of capital. He 
suggests that once everything is understood as data, it justi-
#es a cycle of ever- increasing data extraction: “Data collection 
is thus driven by the perpetual cycle of capital accumulation, 
which in turn drives capital to construct and rely upon a world 
in which everything is made of data. $e supposed universality 
of data reframes everything as falling under the domain of data 
capitalism. All spaces must be subjected to data#cation. If the 
universe is conceived of as a potentially in#nite reserve of data, 
then that means the accumulation and circulation of data can 
be sustained forever.”60

$is drive to accumulate and circulate is the powerful 
underlying ideology of data. Mass data extraction is the “new 
frontier of accumulation and next step in capitalism,” Sadow-
ski suggests, and it is the foundational layer that makes AI 
function.61 $us, there are entire industries, institutions, and 
individuals who don’t want this frontier—where data is there 
for the taking—to be questioned or destabilized.

Machine learning models require ongoing (ows of data 
to become more accurate. But machines are asymptotic, never 
reaching full precision, which propels the justi#cation for 
more extraction from as many people as possible to fuel the 
re#neries of AI. $is has created a shi) away from ideas like 
“human subjects”—a concept that emerged from the ethics 
debates of the twentieth century—to the creation of “data 

Amit Ray



Data 115

subjects,” agglomerations of data points without subjectivity 
or context or clearly de!ned rights.

Ethics at Arm’s Length
"e great majority of university- based AI research is done 
without any ethical review process. But if machine learning 
techniques are being used to inform decisions in sensitive do-
mains like education and health care, then why are they not 
subject to greater review? To understand that, we need to look 
at the precursor disciplines of arti!cial intelligence. Before the 
emergence of machine learning and data science, the !elds of 
applied mathematics, statistics, and computer science had not 
historically been considered forms of research on human sub-
jects.

In the early decades of AI, research using human data 
was usually seen to be a minimal risk.62 Even though datasets 
in machine learning o%en come from and represent people 
and their lives, the research that used those datasets was seen 
more as a form of applied math with few consequences for 
human subjects. "e infrastructures of ethics protections, like 
university- based institutional review boards (IRBs), had ac-
cepted this position for years.63 "is initially made sense; IRBs 
had been overwhelmingly focused on the methods common to 
biomedical and psychological experimentation in which inter-
ventions carry clear risks to individual subjects. Computer sci-
ence was seen as far more abstract.

Once AI moved out of the laboratory contexts of the 1980s 
and 1990s and into real- world situations—such as attempting 
to predict which criminals will reo'end or who should receive 
welfare bene!ts—the potential harms expanded. Further, those 
harms a'ect entire communities as well as individuals. But 
there is still a strong presumption that publicly available data-
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sets pose minimal risks and therefore should be exempt from 
ethics review.64 #is idea is the product of an earlier era, when 
it was harder to move data between locations and very expen-
sive to store it for long periods. #ose earlier assumptions are 
out of step with what is currently going on in machine learn-
ing. Now datasets are more easily connectable, inde$nitely re-
purposable, continuously updatable, and frequently removed 
from the context of collection.

#e risk pro$le of AI is rapidly changing as its tools be-
come more invasive and as researchers are increasingly able 
to access data without interacting with their subjects. For ex-
ample, a group of machine learning researchers published 
a paper in which they claimed to have developed an “auto-
matic system for classifying crimes.”65 In particular, their focus 
was on whether a violent crime was gang- related, which they 
claimed their neural network could predict with only four 
pieces of information: the weapon, the number of suspects, the 
neighborhood, and the location. #ey did this using a crime 
dataset from the Los Angeles Police Department, which in-
cluded thousands of crimes that had been labeled by police as 
gang-related.

Gang data is notoriously skewed and riddled with errors, 
yet researchers use this database and others like it as a de$ni-
tive source for training predictive AI systems. #e CalGang 
database, for example, which is widely used by police in Cali-
fornia, has been shown to have major inaccuracies. #e state 
auditor discovered that 23 percent of the hundreds of records it 
reviewed lacked adequate support for inclusion. #e database 
also contained forty- two infants, twenty- eight of whom were 
listed for having “admitting to being gang members.”66 Most 
of the adults on the list had never been charged, but once they 
were included in the database, there was no way to have their 
name removed. Reasons for being included might be as simple 

Amit Ray

Amit Ray

Amit Ray

Amit Ray

Amit Ray

Amit Ray



Data 117

as chatting with a neighbor while wearing a red shirt; using 
these tri!ing justi"cations, Black and Latinx people have been 
disproportionately added to the list.67

When the researchers presented their gang- crime pre-
diction project at a conference, some attendees were troubled. 
As reported by Science, questions from the audience included, 
“How could the team be sure the training data were not biased to 
begin with?” and “What happens when someone is mislabeled 
as a gang member?” Hau Chan, a computer scientist now at 
Harvard University who presented the work, responded that 
he couldn’t know how the new tool would be used. “[%ese are 
the] sort of ethical questions that I don’t know how to answer 
appropriately,” he said, being just “a researcher.” An audience 
member replied by quoting a lyric from Tom Lehrer’s satiric 
song about the wartime rocket scientist Wernher von Braun: 
“Once the rockets are up, who cares where they come down?”68

%is separation of ethical questions away from the techni-
cal re!ects a wider problem in the "eld, where the responsibility 
for harm is either not recognized or seen as beyond the scope 
of the research. As Anna Lauren Ho'man writes: “%e problem 
here isn’t only one of biased datasets or unfair algorithms and 
of unintended consequences. It’s also indicative of a more per-
sistent problem of researchers actively reproducing ideas that 
damage vulnerable communities and reinforce current injus-
tices. Even if the Harvard team’s proposed system for identify-
ing gang violence is never implemented, hasn’t a kind of damage 
already been done? Wasn’t their project an act of cultural vio-
lence in itself?”69 Sidelining issues of ethics is harmful in itself, 
and it perpetuates the false idea that scienti"c research happens 
in a vacuum, with no responsibility for the ideas it propagates.

%e reproduction of harmful ideas is particularly dan-
gerous now that AI has moved from being an experimental 
discipline used only in laboratories to being tested at scale on 
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millions of people. Technical approaches can move rapidly 
from conference papers to being deployed in production sys-
tems, where harmful assumptions can become ingrained and 
hard to reverse.

Machine learning and data- science methods can create an 
abstract relationship between researchers and subjects, where 
work is being done at a distance, removed from the communi-
ties and individuals at risk of harm. !is arm’s- length relation-
ship of AI researchers to the people whose lives are re"ected in 
datasets is a long- established practice. Back in 1976, when AI 
scientist Joseph Weizenbaum wrote his scathing critique of the 
#eld, he observed that computer science was already seeking to 
circumvent all human contexts.70 He argued that data systems 
allowed scientists during wartime to operate at a psychological 
distance from the people “who would be maimed and killed 
by the weapons systems that would result from the ideas they 
communicated.”71 !e answer, in Weizenbaum’s view, was to 
directly contend with what data actually represents: “!e les-
son, therefore, is that the scientist and technologist must, by 
acts of will and of the imagination, actively strive to reduce 
such psychological distances, to counter the forces that tend to 
remove him from the consequences of his actions. He must—it 
is as simple as this—think of what he is actually doing.”72

Weizenbaum hoped that scientists and technologists 
would think more deeply about the consequences of their 
work—and of who might be at risk. But this would not be-
come the standard of the AI #eld. Instead, data is more com-
monly seen as something to be taken at will, used without re-
striction, and interpreted without context. !ere is a rapacious 
international culture of data harvesting that can be exploit-
ative and invasive and can produce lasting forms of harm.73 
And there are many industries, institutions, and individuals 
who are strongly incentivized to maintain this colonizing at-
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titude—where data is there for the taking—and they do not 
want it questioned or regulated.

!e Capture of the Commons
!e current widespread culture of data extraction continues 
to grow despite concerns about privacy, ethics, and safety. By 
researching the thousands of datasets that are freely available 
for AI development, I got a glimpse into what technical sys-
tems are built to recognize, of how the world is rendered for 
computers in ways that humans rarely see. !ere are gigan-
tic datasets full of people’s sel"es, tattoos, parents walking 
with their children, hand gestures, people driving their cars, 
people committing crimes on CCTV, and hundreds of every-
day human actions like sitting down, waving, raising a glass, or 
crying. Every form of biodata—including forensic, biometric, 
sociometric, and psychometric—is being captured and logged 
into databases for AI systems to "nd patterns and make as-
sessments.

Training sets raise complex questions from ethical, meth-
odological, and epistemological perspectives. Many were made 
without people’s knowledge or consent and were harvested 
from online sources like Flickr, Google image search, and You-
Tube or were donated by government agencies like the FBI. !is 
data is now used to expand facial recognition systems, modu-
late health insurance rates, penalize distracted drivers, and fuel 
predictive policing tools. But the practices of data extraction 
are extending even deeper into areas of human life that were 
once o#- limits or too expensive to reach. Tech companies have 
drawn on a range of approaches to gain new ground. Voice data 
is gathered from devices that sit on kitchen counters or bed-
room nightstands; physical data comes from watches on wrists 
and phones in pockets; data about what books and newspapers 
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are read comes from tablets and laptops; gestures and facial ex-
pressions are compiled and assessed in workplaces and class-
rooms.

!e collection of people’s data to build AI systems raises 
clear privacy concerns. Take, for example, the deal that Brit-
ain’s Royal Free National Health Service Foundation Trust 
made with Google’s subsidiary DeepMind to share the patient 
data records of 1.6 million people. !e National Health Service 
in Britain is a revered institution, entrusted to provide health 
care that is primarily free to all while keeping patient data 
secure. But when the agreement with DeepMind was inves-
tigated, the company was found to have violated data protec-
tion laws by not su"ciently informing patients.74 In her %nd-
ings, the information commissioner observed that “the price 
of innovation does not need to be the erosion of fundamental 
privacy rights.”75

Yet there are other serious issues that receive less atten-
tion than privacy. !e practices of data extraction and training 
dataset construction are premised on a commercialized cap-
ture of what was previously part of the commons. !is particu-
lar form of erosion is a privatization by stealth, an extraction 
of knowledge value from public goods. A dataset may still be 
publicly available, but the metavalue of the data—the model 
created by it—is privately held. Certainly, many good things 
can be done with public data. But there has been a social and, 
to some degree, a technical expectation that the value of data 
shared via public institutions and public spaces online should 
come back to the public good in other forms of the commons. 
Instead, we see a handful of privately owned companies that 
now have enormous power to extract insights and pro%ts from 
those sources. !e new AI gold rush consists of enclosing dif-
ferent %elds of human knowing, feeling, and action—every 
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type of available data—all caught in an expansionist logic of 
never- ending collection. It has become a pillaging of public 
space.

Fundamentally, the practices of data accumulation over 
many years have contributed to a powerful extractive logic, a 
logic that is now a core feature of how the AI !eld works. "is 
logic has enriched the tech companies with the largest data 
pipelines, while the spaces free from data collection have dra-
matically diminished. As Vannevar Bush foresaw, machines 
have enormous appetites. But how and what they are fed has an 
enormous impact on how they will interpret the world, and the 
priorities of their masters will always shape how that vision is 
monetized. By looking at the layers of training data that shape 
and inform AI models and algorithms, we can see that gather-
ing and labeling data about the world is a social and political 
intervention, even as it masquerades as a purely technical one.

"e way data is understood, captured, classi!ed, and 
named is fundamentally an act of world- making and contain-
ment. It has enormous rami!cations for the way arti!cial intel-
ligence works in the world and which communities are most 
a#ected. "e myth of data collection as a benevolent practice 
in computer science has obscured its operations of power, pro-
tecting those who pro!t most while avoiding responsibility for 
its consequences.
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